一、服务内容及要求
（一）服务内容：
	序号
	服务内容
	授权点数量
	单位

	1
	虚拟化系统平台
	15
	个

	2
	信创超融合容器平台
	15
	个

	3
	应用虚拟化
	20
	个

	4
	信创教学虚拟桌面
	120
	个

	5
	信创云课堂
	120
	个

	6
	云计算及容器实验信创资源包
	5
	个


（二）服务要求：

1.虚拟化系统平台
★（1）提供前期已建设机敏云平台系统的软件对接服务，保证系统兼容性。能够对已建设云资源进行统一管理，集中运维。
（2）平台可以按照业务需求选择应用部署所需资源，提供虚拟机和容器两种资源载体，满足业务的多样性和灵活性需求，助力应用更快的完成云原生转型，实现动态业务和稳态业务的统一管理和快速上线。
★（3）支持双栈超融合架构，管理网故障不应影响业务的正常运行，当物理节点管理网断开时，容器和虚拟机业务正常运行，不发生迁移动作，平台无影响。
（4）Containerd容器兼容Linux和Windows，并能够在AWS、Azure等多个主流云平台上跨平台运行，为混合云/多云资源调度和管理提供了便捷的渠道。
（5）服务组件管理：提供云服务组件的安装、部署、升级的生命周期管理能力。云原生超融合平台对各种组件和服务进行重新打包，将其纳入到基础底座的统一安装框架中，实现基于Containerd容器的自动化安装部署，对用户屏蔽各种组件安装的复杂性。
（6）虚拟机的虚拟硬盘支持放在分布式存储系统上，支持数据的多副本，大幅度提高用户数据的安全性。
（7）灵活的多租户模型：适配项目管理方式，满足灵活的管理需求。
（8）支持云硬盘，云硬盘可以采用多个后端，如NAS、NFS，用户可以在创建云硬盘时选择将要使用的后端；支持云硬盘容量扩展，不损失用户数据。
（9）支持在虚拟机运行时挂载新的云硬盘，或者将已经挂载的云硬盘从其上卸载。
（10）支持用户信息的批量导入，本地认证；用户认证也可以对接现有的域管理器。
▲（11）支持超融合架构，将计算、存储、网络基础设施资源集中配置在同一台或同一批物理服务器上。
（12）支持项目配额管理，限定项目的资源使用额度。系统管理员可以限定某个项目使用的虚拟资源额度，超过该额度则无法创建虚拟机或虚拟硬盘。
▲（13）支持在web界面上从ISO文件进行镜像制作，用户可以将操作系统原始iso镜像上传并从它制作虚拟机镜像。
（14）支持云主机的Web控制台功能，云主机管理员可以直接在Web界面上进行云主机运维操作。
（15）支持跨集群的项目管理，项目可共享平台的基础设施资源。基于项目的管理方式，能够很好的以业务视角对容器集群的资源进行使用和管理，每个项目包括多个角色成员，每个用户可以归属多个项目。
（16）支持指定虚拟网络的VLAN号，可以在创建虚拟网络时指定VLAN号，实现与现有VLAN网络的对接，充分利用交换机VLAN资源。
（17）云原生虚拟化：云原生虚拟化是一种以云原生方式运行和编排虚拟机的技术。平台基于自研虚拟化引擎，通过虚拟化管理服务的方式，提供对虚拟机的完整生命周期管理能力。
（18）支持监控当前整个云平台的网络吞吐量，在图形化监控界面可以看到所有物理节点的所有物理网卡的当前吞吐量波动图表。
★（19）支持物理服务器重启后云主机智能开机，当物理服务器被重启后，部署在上面的云主机会根据最后一次操作智能决定是否自动开机还是保持关机。
（20）支持物理服务器主动进行供电检测和安全下电，物理服务器能够自动检测到电源断电，主动执行安全下电操作。
（21）无缝衔接的PaaS技术：利用可视化、可配置、自动化持续交付流水线实现应用的自动部署，通过CI/CD、应用管理及组件管理能力在开发测试、服务治理和应用管理三大场景端推动企业的数字化转型。
▲（22）支持云主机连接多个虚拟网络，每个云主机可以同时连接到多个网络。
（23）软件授权按服务器物理CPU颗数或物理服器节点数进行授权，本次支持15个物理节点数授权。
2.信创超融合容器平台
支持信创超融合集群架构，满足15个服务器节点授权，支持跨集群的项目管理，项目可共享平台的基础设施资源。并支持如下功能：
（1）支持多集群统一管理，可以同时接入管理数百个Kubernetes集群（包括本地集群、第三方公有云集群、边缘节点集群），支持混合云/多云架构。
（2）支持多租户网络隔离（Namespace级VPC）、动态IP分配（每个Pod独立IP）、网络策略（NetworkPolicy）防火墙。
（3）支持x86/ARM架构混合部署。
★（4）支持信创物理节点部署，国产化芯片兼容（鲲鹏、飞腾等）。
（5）支持GPU/NPU异构算力智能调度（自动绑定显卡驱动）。
（6）支持CI/CD流水线引擎。
（7）支持可视化流水线编排（拖拉拽式），内置模板：Java/Maven、Python/Pip、Node.js等编译构建场景。
▲（8）支持私有容器镜像仓库（Harbor增强版）。
（9）支持镜像漏洞扫描（Trivy集成）。
（10）支持镜像签名与防篡改（Notary支持）。
3.应用虚拟化
将教学和实训所需的应用程序进行虚拟化处理，支持20个云应用并发授权，使学生能够在虚拟环境中方便地访问和操作，增强学习的灵活性。并支持如下功能：
（1）支持预发布的云应用：准备上线的云应用可在后台预先发布，并在客户端展示为即将发布状态。
★（2）云应用管理系统可实现对于不同应用场景的云客户端进行统一管理，考虑系统的兼容性。
（3）支持根据应用软件特性，部署在Windows 10、Window Server 2016、Windows Server 2019等各种操作系统环境中。
（4）在国产操作系统PC机上安装使用客户端，能够支持龙芯、飞腾、鲲鹏等国产CPU，支持统信、麒麟等国产操作系统。
▲（5）支持发布普通办公应用、2D&3D设计类云应用、Web访问类应用等满足不同场景的应用种类，也可实现协作共享OA类应用集成（如综合办公、即时通讯软件）。
（6）支持未来可改造应用的虚拟化发布，支持针对不同应用发布不同应用组，支持针对不同用户发布应用，支持磁盘重定向，云应用数据与本地数据联动。
（7）支持通过管理界面的监控大屏查看实时滚动更新的云应用调度信息。
▲（8）支持将桌面终端本地各种外设重定向到云应用/云桌面使用，包括:USB口外设。设备类型包括且不限于:公安数字证书介质,安全U盘、USB存储、打印机、摄像头、扫描仪、密码键盘、手写板、高拍仪、二代证等外设重定向到云应用服务器,满足在终端本地与应用系统适配平台服务器同时使用外设。
4.信创教学虚拟桌面
满足信创硬件终端虚拟桌面使用要求，支持120个桌面使用授权，实验管理员可以把平台中的虚拟化桌面镜像按课程分发给各个信创终端。并支持如下功能：
▲（1）龙芯、飞腾、海光、鲲鹏及X86等云服务器CPU架构，支持混合部署与集中管理。
（2）服务器操作系统支持Linux、麒麟、中科方德、统信云服务器等版本操作系统安装。
★（3）一个平台监控多个云服务器CPU、内存、硬盘及网络性能切换。云服务器、终端、模板数量统计、云终端活跃度监控。
（4）支持云终端多操作系统模板设置，同时支持互联网访问帐号与密码配置。
▲（5）提供云终端本地硬盘4个及以上数据盘配置，同时支持每个数据分区盘还原与不还原设置。
（7）支持云终端数据盘存储的文档保护功能，防止文件删除。
（8）信创操作系统自动创建以计算机名为命名的目录存储空间，保存个人数据存储目录。
（9）云桌面产品支持有盘及PXE网络启动无盘系统，同时支持云终端内存缓存技术。
▲（10）云终端支持正版操作系统正版化授权导入功能。
（11）桌面操作系统满足window、Linux、中科方德、麒麟及统信交付并运行。
（12）P2P同步，支持已同步完成的终端重启多次后同样提供P2P同步功能。
5.信创云课堂
满足信创虚拟桌面教学互动使用要求，支持120个桌面使用授权（教师端1个，学生端119个），教师端与学生端支持屏幕广播、远程协助、作业空间等主要功能。具体功能描述如下：
★（1）支持班级管理，可将频道和班级进行绑定，用于不同的教室登录不同的频道进行上课。
▲（2）支持屏幕广播功能，能够实现两种接收模式，包括学生全屏/窗口模式接收教师机广播的画面，全屏状态锁定学生鼠标和键盘。
（3）屏幕广播支持弹幕，教师机开启弹幕后，教师机和学生机可发送弹幕信息，便于及时交流、增强教学互动性。
（4）屏幕广播支持笔记截屏，教师机开启笔记截屏后，全屏广播时学生机可一键截取屏幕，保存上课重点信息。
（5）在屏幕广播之后连接上来的终端可直接接收屏幕广播内容，不影响互动学习。
▲（6）教师可选定一个学生操作本机或操作教师机进行教学演示，并将该学生演示的画面广播给每一个学生；被广播的学生将全屏/窗口接收演示学生的画面，全屏状态键盘和鼠标被锁定。
★（7）支持作业下发，教师机可将自己机器上的文件传输到学生机，支持一对多传输，当选中多台学生机执行下发文件时，教师端需选择其中一台学生机作为样本机，并选择存放路径，支持发送文件或文件夹。
（8）支持远程命令（包括一键关闭应用程序，一键关闭学生打开的Windows类窗口）、远程开机，远程关机等功能。
6.云计算及容器实验信创资源包
核心课程包括：《云计算深入浅出》，《网络安全》，《AIGC智能计算》，《容器基础》，《容器安全》共计5套：
（1）《云计算深入浅出》
理论与实操深度融合、循序渐进的课程资源包方案，结合本地化实验环境与前沿云平台技术，覆盖从基础认知到私有云部署的核心能力培养。理论教学PPT课件概念16课时,建立云计算知识框架。基础实验本地实验手册虚拟化环境8课时,掌握虚拟化与公有云基础操作。高阶部署项目式实验指南8课时,完成OpenStack私有云部署实践拓展资源行业案例,课后自学了解云原生与混合云技术趋势。
①理论教学模块（PPT课件）
优化知识点结构（合并冗余理论，增强技术关联性）：
基础认知
云计算定义与演化（从虚拟化到云原生）
云服务模式对比：IaaS vs PaaS vs SaaS（AWS/Azure/阿里云案例）
核心技术
虚拟化技术：VMware/KVM/Docker容器对比
分布式存储架构（Ceph/GlusterFS原理图解）
软件定义网络（SDN与NFV技术栈）
工程实践
云安全体系：零信任架构与等保合规要求
私有云设计标准：OpenStack vs 国产化平台（如OpenEuler）
云原生技术栈：Kubernetes与服务网格延伸阅读
②本地实验设计（实验手册）
重构实验流程（降低初期环境配置复杂度，聚焦核心能力）：
实验1：公有云服务认知体验（2课时）
任务：
云ECS创建：配置LAMP环境部署WordPress
对象存储OSS实战：实现网站静态资源分离
输出报告：云服务成本估算对比表
实验2：虚拟化环境部署（3课时）
工具：VMware Workstation 17 Pro（提供精简版镜像包）
任务：
嵌套虚拟化配置：在VM中安装KVM并创建嵌套虚拟机
虚拟网络实践：构建NAT/桥接/仅主机三模式混合网络
故障排查：解决“Intel VT-x禁用导致启动失败”等常见问题
实验3：OpenStack私有云部署（3课时）
环境：All-in-One部署（单节点模拟多组件，降低硬件要求）
重点组件实践：
组件实验任务验证方式Nova创建云主机实例并注入密钥对SSH登录验证Cinder挂载云硬盘并扩展文件系统df -h查看容量变化Neutron配置安全组规则实现80端口开放Curl访问云主机Web服务
实验优化：
提供预编译OpenStack镜像（基于DevStack，集成Ubuntu 22.04）
增加可视化监控：安装Horizon面板实时查看资源状态
③进阶能力拓展资源
扩展实验4：云安全加固实战（课外）
基于OpenStack平台：
配置SSL/TLS加密Dashboard访问
使用Wazuh实现HIDS入侵检测
扩展实验5：混合云架构设计（课外）
本地OpenStack + 阿里云VPC打通（IPSec VPN隧道配置）
数据备份策略：本地Ceph存储桶同步至OSS
（2）《网络安全》
基础理论16课时,云安全体系、容器安全模型、零信任架构PPT课件;安全技术实验24课时,防火墙配置、漏洞扫描、镜像安全、微服务治理实验手册;虚拟机镜像包攻防实战演练8课时,云环境渗透测试、容器逃逸防御、API安全加固CTF赛题;攻防靶场环境行业案例研讨4课时,行业云安全合规、容器化应用安全审计案例分析；分析报告模板拓展资源-认证备考指南、开源工具集电子书+工具包。
①基础理论模块（16课时）
云安全基础
云共享责任模型（AWS/Azure/阿里云对比）
云威胁图谱：DDoS、数据泄露、配置错误（结合Capital One事件分析）
容器安全核心
▲容器逃逸攻击原理（CVE-2019-5736 runc漏洞详解）
镜像供应链安全：从构建到部署的防护链（Sigstore签名实践）
零信任架构
BeyondCorp模型在云环境的落地（Google案例）
服务网格安全：Istio mTLS + RBAC策略
②安全技术实验（24课时）
实验环境
本地化部署：VMware Workstation + VirtualBox
云沙箱（可选）：华为云学院Sandbox / 阿里云免费试用资源
预装镜像：Ubuntu 22.04 + Docker 20.10 + Kubernetes (Minikube)
实验清单
实验名称技术要点工具/平台
1)云防火墙策略配置安全组规则设计（端口最小化）、网络ACL实战AWS VPC / 阿里云VPC
2)容器镜像漏洞扫描Trivy扫描镜像漏洞 + 修复建议生成Harbor私有仓库
3)Kubernetes RBAC加固创建最小权限ServiceAccount + 审计日志分析kubectl + Falco
4)微服务API安全防护JWT令牌验证 + Istio入口网关速率限制Istio + Keycloak
5)云存储数据加密OSS服务端加密 + KMS密钥轮转实践阿里云OSS/华为云OBS
6)容器运行时防护Seccomp配置文件生成 + AppArmor策略拦截Docker Security Lab
③攻防实战演练（8课时）
靶场环境
漏洞云环境：基于Vulhub搭建（OpenStack配置错误暴露API）
容器渗透靶机：部署vulnerable-docker-apps（含故意注入漏洞）
演练任务
云平台攻防
利用SSRF漏洞获取云实例元数据（模拟2019年Facebook数据泄露）
防御方案：配置IMDSv2（元数据服务加固）
容器逃逸挑战
突破容器隔离获取宿主机权限（CVE-2021-30465漏洞利用）
防御方案：更新runc + 启用User Namespace
API安全测试
对Spring Boot微服务进行OWASP API Top 10漏洞扫描（Postman+Burp Suite）
④行业案例研讨（4课时）
精选案例
云安全合规
容器平台通过等保2.0三级测评实录
关键措施：网络隔离 + 审计日志保留180天 + 国密算法传输
容器安全事件
挖矿蠕虫入侵K8s集群（漏洞：Dashboard未授权访问）
溯源与加固：关闭暴露端口 + 部署NeuVector容器防火墙
动态脱敏技术（基于OpenDLP）
（3）《AIGC智能计算》
基础理论12课时,大模型架构、生成算法原理、算力基础设施PPT课件;交互式技术实践24课时,模型微调、提示工程、AIGC应用开发实验手册;Jupyter Notebook伦理与部署8课时,AI伦理、模型压缩、边缘端推理优化辩论案例;部署实战手册行业创新应用4课时,AIGC行业案例访谈项目任务拓展资源；开源模型库、云平台资源、伦理指南工具包+电子书。
①基础理论模块（12课时）
大模型技术栈
▲Transformer架构详解（注意力机制可视化）
主流模型对比：GPT-4、LLaMA、文心一言（参数量/训练成本/应用场景）
▲生成式AI原理
扩散模型（Stable Diffusion图像生成数学推导）
自回归语言建模（Perplexity指标解析）
算力基础设施
GPU集群架构（NVIDIA HGX H100互联方案）
分布式训练框架（Megatron-LM + DeepSpeed）
②技术实践模块（24课时）
本地：NVIDIA RTX 3060+显卡PC（12GB显存）
云平台：阿里云PAI（免费教育配额）/ Google Colab Pro
预装环境：PyTorch 2.0 + Hugging Face Transformers库
实验名称技术要点工具/模型
1)大模型提示工程实战Few-shot学习/思维链（CoT）设计/角色扮演提示GPT-3.5 API + LangChain
2)垂直领域模型微调LoRA低秩适配器训练医学问答模型LLaMA-7B + 中文医疗数据集
3)文生图应用开发Stable Diffusion XL控制生成（深度图引导+提示词反演）Diffusers库 + Gradio
4)多模态图文理解BLIP模型实现图片标题生成+视觉问答COCO数据集
5)AIGC应用部署将微调模型封装为API服务（FastAPI+Docker）华为云ModelArts
6)AI工作流自动化用AutoGPT自动生成科研报告大纲Pinecone向量数据库
③伦理与部署模块（8课时）
AI伦理挑战
偏见放大检测（用Fairness指标评估招聘简历生成结果）
深度伪造鉴别（学习DiffusionDetector反伪造技术）
轻量化部署
模型量化：LLaMA-7B INT4压缩（精度损失<3%）
边缘推理：TensorRT部署Stable Diffusion到Jetson Nano
可持续AI
碳足迹计算：训练百亿模型等效碳排放（工具：CodeCarbon）
④行业创新应用模块（4课时）
案例库建设
智能编程助教CodeGeeX生成习题
自动批改中学Python课程改造
AI设计平台ControlNet结构控制生成剪纸图案
制造工业缺陷生成与检测GAN生成缺陷样本
YOLOv8训练新能源电池检测案例
（4）《容器基础》
容器技术基础12课时,容器原理、镜像构建、网络存储PPT课件;交互式容器编排实战20课时,Docker Compose/K8s部署、服务发现、扩缩容实验手册;在线沙箱环境安全与运维10课时,镜像安全扫描、日志监控、故障排查实验;运维工具体系行业应用拓展6课时,微服务/Serverless/AI推理容器化案例企业案例视频；项目任务书拓展资源-国产化平台适配、认证备考指南工具包+电子书。
①容器技术基础模块（12课时）
容器本质
Namespace/Cgroups原理图解（Linux内核支撑）
容器 vs 虚拟机：性能损耗对比（CPU/内存/启动速度实测数据）
镜像构建
▲Dockerfile最佳实践（多阶段构建、镜像瘦身技巧）
镜像仓库管理：Harbor私有仓库部署与权限控制
网络与存储
容器网络模型：Bridge/Overlay/Macvlan对比
持久化存储方案：Volume/PVC/PV应用场景
②容器编排实战模块（20课时）
2.1.实验环境
本地开发：Docker Desktop（Win/Mac）
2.2.集群环境：
轻量级：Minikube/Kind（单节点K8s）
生产级：云容器服务（免费教育集群）
国产化选项：OpenEuler + iSula容器引擎
2.3.实验内容
1)Docker Compose编排实战部署LNMP应用栈（WordPress+MySQL）docker-compose.yml
2)Kubernetes基础操作Pod/Deployment/Service资源创建与管理kubectl + Dashboard
3)服务发现与负载均衡Ingress配置HTTPS访问 + 金丝雀发布Nginx Ingress Controller
4)有状态应用部署StatefulSet部署Redis集群（主从复制+持久化）Headless Service
5)自动扩缩容实战HPA根据CPU负载伸缩Web服务Metrics Server
6)国产化容器平台迁移将Docker容器迁移至OpenEuler+iSulaisula-build工具链
③运维模块（10课时）
核心能力培养
安全防护
运行时防护：AppArmor策略限制容器权限
监控日志
搭建Prometheus+Grafana监控平台
EFK日志收集：过滤容器异常日志（正则表达式实战）
故障排查
网络诊断：calicoctl跟踪容器网络流量
存储故障：PVC状态卡死处理方案
④行业应用拓展模块（6课时）
微服务治理Istio服务网格实现流量管理;
熔断电商平台秒杀系统案例
ServerlessKnative部署自动缩容的API服务天气查询函数代码模板
AI推理容器化Triton推理服务器部署
边缘容器K3s轻量集群部署
（5）《容器安全》
信创融合点容器安全基础8课时,容器攻击面分析、安全模型、信创安全标准等保2.0;信创安全要求解读攻击技术实战16课时,Kali工具链利用、漏洞利用、逃逸技术复现鲲鹏/飞腾平台漏洞复现环境;防御体系构建16课时,镜像加固、运行时防护、安全监控国产安全工具链（OpenSCAP+SecGear;红蓝对抗演练8课时,容器渗透靶场攻防、企业级安全方案设计麒麟OS+Kubernetes信创靶场拓展资源;信创安全白皮书、攻防题库国产CPU架构工具包.
①容器安全基础模块（8课时）
信创安全体系
等保2.0容器安全扩展要求vs信创安全标准（《金融容器安全规范》）
国产化技术栈：麒麟OS+OpenEuler iSula容器引擎+鲲鹏920芯片
安全模型对比
模型优势信创适配SELinux强制访问控制
麒麟OS默认支持AppArmor配置
简单OpenEuler兼容可信计算
硬件级防护飞腾CPU+国密算法支持
②攻击技术实战模块（16课时）
实验环境
攻击方：Kali Linux 2023（预装容器渗透工具）
靶场
信创环境：麒麟OS + iSula容器引擎（模拟漏洞配置）
传统环境：Ubuntu + Docker（对比攻击差异）
工具清单
漏洞扫描：clair trivy
逃逸利用：CDK(Container DucK) gTFOBins
网络渗透：nmap kubectl-tunnel
核心攻击实验
实验名称Kali工具应用信创漏洞案例
1)镜像供应链攻击使用dockerscan注入后门镜像国产镜像仓库未签名验证漏洞复现
2)容器逃逸实战利用dirtyPipe漏洞突破容器隔离（CVE-2022-0847）鲲鹏平台cgroups配置错误逃逸
3)K8s API未授权访问kube-hunter扫描+kubectl接管集群某信创云管理平台默认端口暴露漏洞
4)持久化后门植入部署恶意Operator+隐藏挖矿容器OpenEuler容器日志擦除技术实践
③防御体系构建模块（16课时）
国产化防御工具链
防御实验设计
信创平台验证
1) ▲镜像加固实战使用doker-bench检查配置缺陷+Alpine最小化镜像麒麟OS镜像签名验证
2)安全容器部署配置iSula安全容器隔离敏感应用飞腾平台加密内存隔离测试
3)零信任网络策略基于Calico的微服务mTLS通信加密国密算法（SM2/SM4）传输支持
4)入侵检测与响应部署Falco+联动华为云容器防火墙自动阻断OpenEuler内核事件捕获
④红蓝对抗演练模块（8课时）
4.1.靶场架构（信创环境）
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4.2.演练任务
1）红队目标：
通过供应链攻击获取Node1的shell权限
横向移动窃取Node2中的“机密数据”（模拟客户信息）
2）蓝队目标：
实时监控异常行为（Falco日志分析）
在15分钟内隔离被攻破容器并提交取证报告。
二、质保及售后服务
1.本项目整体免费质量保证期限为 叁 年，自验收合格之日起计算。
2.售后跟踪服务：电话和E-MAIL技术支持，疑难问题电话支持。出现新情况，供应商需及时提供预警和解决方案。
3.供应商应为采购人提供免费培训服务，并指派专人负责与采购人联系售后服务事宜。主要培训内容为所提供软件平台等的基本模块、功能、日常使用操作、维保与管理、常见故障的排除、紧急情况的处理等。
4.供应商提供7*24小时服务模式的售后服务支持，能够及时对整个服务项目的实施过程提供快速便捷的支持，并长期免费为用户提供技术咨询等服务。
5.对重大技术问题提供现场技术支持，系统若出现问题4小时内响应，24小时内派技术人员到现场维修，并在72小时内完成用户方提出的维修要求，不得借故推托而不到现场。
6.在质量保证期内，供应商应免费提供每年度技术巡检服务，巡检内容包括但不限于对系统使用状况的调查、升级软件、故障预防等工作。并向采购人提供书面巡检记录以及巡检报告。
7.软件免费维护和升级服务的内容，供应商可根据自身情况，提供相应的软件服务方案。
8.损坏的信息存储介质归采购人所有，供应商不得收回。
9.免费质保期过后，供应商仍提供软件的维保服务，维保费用由双方共同协商，但原则上每年维保费用不得超过成交合同金额的10%。
三、验收标准
1.于采购人指定地点完成对接、部署、安装调试完毕，由采购人负责组织验收，供应商须确保系统能够正常使用，符合相关法律法规，并达到采购人验收标准，确认无误后双方在《验收报告》上签字确认。若经双方共同验收，系统功能要求达不到采购合同要求的，采购人可以拒收，并可以解除合同。
2.对系统的质量问题，采购人在发现和应当发现之日起30日内向成交供应商提出书面异议，成交供应商在接到书面异议后，应当在2日内负责处理。
3.验收标准：按照国家或行业等相关标准、合同/招标采购文件的要求、投标/响应文件承诺等逐条验收。
4.其他验收要求：
（1）供应商须将完整、详细的技术资料和说明文件、产品合格证（如有）、质保书一并送达采购人指定地点，否则采购人有权拒绝验收，由此造成的所有损失由供应商全部承担。
（2）按合同、招标采购文件、投标/响应文件承诺及服务内容进行验收，采购人有权根据服务情况邀请专家对服务内容进行检测。供应商应按合同要求提供相关资料。
（3）经双方共同验收，服务内容达不到采购合同要求的，采购人可以拒收，并有权解除合同和索赔。在供应商承诺的质量保证期内，达不到服务质量要求的，供应商应负责维修或更换，因此造成损失的，采购人将有权提出索赔；供应商需由此所造成的一切损失。
